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Problem 1 [32 Marks]

1
1-1. Find the MacLaurin expansion of the function f(z) = : about z¢ = 0. [5]
-
1
1-2. Establish that the Padé approximation R s(z) for f(z) = = expanded about zo = 0 is given
-z
by [15]
16 — 12z + 2°
Rys(x) = :
22(%) = 16 20z + 57
1-3. Compare the following approximations to f(z) = tan(z) [12]

x  2z% 17z 62z
Taylor: Ty(z) = 14 %4 2%
aylor: Ty(x) T3t 15 T3 T osss

945z — 10523 + 2°
945 — 420z2 + 15x4

Padé: R5’4 (.’13) =

on the interval [0, 1.4] using 8 equally spaced points x; with A = 0.2. Your results should be correct to 7
significant digits.

Problem 2 [34 Marks|

2-1. What is an orthogonal polynomial and what is the importance of orthogonal polynomials in least-
squares problems? [5]

2-2. Show that Chebyshev polynomials (T})x>0, where Ty (z) = cos [k cos™!(z)] for = € [—1, 1], are orthog-

onal with respect to an appropriate inner product < .,. > to be defined. [9]
2-3. Determine the Chebyshev series expansion of f(x) = arccos(z) in the form. [10]
(e}
/ 1
f(z) ~ Z ceTi(z) = ECOT()(IE) +aTi(z) + coTo(x) + - -
k=0

where ¢, =< f,T}, > / < Ty, T > for k > 1 and ¢o/2 =< f,Tp > /7, < .,. > being the inner product
alluded to in 2-2.

2-4. Find the Fourier series of f(z) = sin(z), z € [0,7]. [10]
Problem 3 [34 Marks]

3-1. Given the integral

Yo
—dz = 1.6.
/0.04 \/5

Compute T'(J) = R(J,0) for J = 0,1, 2 using the recursive trapezoidal rule. [9]

3-2. State the three-point Gaussian Rule for a continuous function f on the interval [—1, 1] and show that
the rule is exact for f(z) = z* + 3. [5]

3-3. The matrix A and its inverse are A~! are given below

-2 1 0 (321
A=|1 -2 1/, A_lz_z 2 4 2
0 1 =2 1 23



e Use a related power method to find the eigenvalue of the matrix A with the smallest absolute value
and the associated eigenvector. Start with the vector x(® = (1,0,0)7 and perform three iterations. [10]

3-4. Assume A is a symmetric matrix and we want to compute all its eigenvalues. [5]
Explain what are Householder’s and @R methods and how they can be used for this purpose.

3-5. Let w € R™ be a vector such that wTw = 1. Define the Householder’s matrix associated with w and
show that it is symmetric and orthogonal. [5].

God bless you !!!



